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Abstract
We propose a new Bayesian model for reliable ag-
gregation of crowdsourced estimates of real-valued
quantities in participatory sensing applications. Ex-
isting approaches focus on probabilistic modelling
of user’s reliability as the key to accurate aggrega-
tion. However, these are either limited to estimat-
ing discrete quantities, or require a significant num-
ber of reports from each user to accurately model
their reliability. To mitigate these issues, we adopt
a community-based approach, which reduces the
data required to reliably aggregate real-valued es-
timates, by leveraging correlations between the re-
porting behaviour of users belonging to different
communities. As a result, our method is up to
16.6% more accurate than existing state-of-the-art
methods and is up to 49% more effective under data
sparsity when used to estimate Wi-Fi hotspot loca-
tions in a real-world crowdsourcing application.

1 Introduction
Crowdsourcing has become a viable way of providing fast in-
expensive services by engaging collectives of untrained users
to perform micro-tasks, such as image labelling or text clas-
sification. A key application of this paradigm is participatory
sensing in which people perform sensing tasks using devices
such as cameras and GPS sensors embedded in smartphones
to report estimates of continuous-valued quantities, e.g., lo-
cations, radioactivity levels and temperatures, that include
both reported measurements and precisions. This can facil-
itate large-scale information gathering more efficiently that
can otherwise be achieved by a single individual or organisa-
tion, such as in the DARPA Red Balloons challenge, where
ten balloons dispersed across the US were found within nine
hours [Pickard et al., 2011] and in large–scale network cov-
erage mapping, in which cell towers are located using GPS
and signal strength measurements from mobile phones [Hall
and Jordan, 2010]. However, such applications raises issues
of trust, due to the unknown incentives of the participants
and reliability of their devices [Naroditskiy et al., 2012]. For
this reason, fusing crowd responses into a single reliable es-
timate is a non–trivial problem, for which several solutions
have been proposed.

In particular, several methods have been proposed to com-
pute crowd consensus from reported data, considering factors
such as user trustworthiness [Raykar et al., 2010], user’s bi-
ases [Piech et al., 2013], and task difficulty [Bachrach et al.,
2012]. These methods have proved more accurate than others
that treat participants equally trustworthy, such as majority
voting [Tran-Thanh et al., 2013] and covariance intersection
[Julier and Uhlmann, 1997]. Alternatives such as reputation
systems [Despotovic and Aberer, 2005; Teacy et al., 2012] or
gold–standard driven trust mechanisms [Oleson et al., 2011]
are limited by the assumption that the true value of estimated
quantities (such as the measurable qualities of a product or
service) are eventually revealed, and can therefore be used to
assess the reliability of their reported values post hoc. Un-
fortunately, this is not usually possible in participatory sens-
ing, because the true values of estimated quantities (e.g. cell
tower locations) are rarely revealed, and so cannot be used
to verify reports directly. Similar methods presented in sen-
sor fusion, such as Kalman filtering and covariance union,
have been proved less effective in crowdsourcing domains
due to the different type of noise in ’human’ sensors com-
pared to traditional sensors [Hall and Jordan, 2010]. In con-
trast, the best methods for fusing crowdsourced data do not
require eventual knowledge of true values, but rely only on
statistical correlations between reports from different users
to assess each user’s reliability [Dawid and Skene, 1979;
Salek et al., 2013]. However, this typically requires a signifi-
cant number of reports from each participant about each item
being estimated — a requirement that is hard to support in
crowdsourcing, where users often provide only a few reports
about a small number of items.

Recently, community based models has proved effective at
mitigating this issue in applications such as image labelling,
galaxy classification and Web retrieval [Li et al., 2014;
Venanzi et al., 2014; Qui et al., 2013]. Here, the key idea is
to model users with similar behaviour as communities, which
naturally form within a crowd [Simpson et al., 2013]. For ex-
ample, when reporting measurements taken by their mobile
phones, users with similar devices are likely to have similar
reliability. However, community based methods have so far
been limited to reports about discrete quantities (e.g. image
labels) for which reliability can be represented as a confusion
matrix expressing the probability of user’s judgments condi-
tioned on a discrete set of possible labels. Unfortunately, this



approach cannot be applied to continuous-valued estimates,
and cannot be trivially extended to account for other factors
influencing reliability, such as bias and calibration issues; or
a user’s own confidence in their estimates.

In this paper, we address the above limitations by defin-
ing a new set of community based models for aggregating
crowdsourced continuous estimates. The key innovation of
our approach compared to the existing ones is to provide si-
multaneous learning of the latent (unobserved) user’s multidi-
mensional reliability (bias and trust) and users’ communities
to improve robustness against data sparsity for fusing multi-
variate crowdsourced estimates. Specifically, our method is
based on a novel hierarchical probabilistic model of user’s re-
liability defined in terms of the latent precision and biases
communities of users. By generalising from the reporting
behaviour of a community as a whole, we can make robust
inference about user reliability, even when reports from any
given individual user are sparse. In particular, we make the
following three contributions to the state-of-the-art: (1) we
define the first community based trust model for aggregating
datasets of crowdsourced estimates of continuous quantities
reported by uncalibrated users in participatory sensing set-
tings; (2) we present an extension of our initial model to deal
with more complex datasets affected by community’s biases
and precision errors for more general crowdsourcing settings;
and (3) using real data from Android phones,1 we show that
our method is up to 16.6% more accurate at estimating Wi-Fi
hotspot locations, and is up to 49% more robust than existing
methods when only a few reports per user are observed.

In the remainder of the paper, we first describe the prelim-
inaries of modelling user’s reliability in crowdsourcing. We
then describe our community models along with the details
of its probabilistic inference. Subsequently, we present our
empirical results and outline directions for future work.

2 Background

We now summarise the state–of–the-art for aggregating
crowdsourced estimates by modelling user reliabilities.
These provide the basis to develop our proposed community
based aggregation model. Here, we will adopt the standard
notation of using bold symbols for vector random variables,
sets and matrices.

Suppose there are N multivariate items (such as GPS loca-
tions) to be estimated given reports from a crowd of K users.
For each item i, we define µi ∈ Rn to be its true latent value,
for which we receive a set of pk,i observations from each user
k. In each case, the j-th observation from k about i is a pair,
〈xk,i,j , θk,i,j〉, where xk,i,j is an estimate ofµi with reported
precision θk,i,j . Intuitively, θk,i,j quantifies k’s confidence in
the estimate, which may be set by self-appraisal or by the
precision of the sensor used to make the observation (e.g. for
GPS locations). When it is not feasible for precisions to be
determined by the user for each observation, a default value
may be used.

1Data supplied by OpenSignal (opensignal.com).

2.1 Modelling Users’ Trust
To capture uncertainty about report reliability, each user is
assigned a trust parameter tk ∈ R+, which models the accu-
racy of k in providing observations. In particular, tk close to
0 means that k is unreliable and overestimates its precisions;
while values close to 1 mean that k is trustworthy and so ac-
curately reports its precision. In contrast, tk > 1 means that
k is conservative and tends to underestimate the precision of
its estimates. One standard way to capture this intuition is to
define tk as a scaling parameter of the precisions reported by
k, such that the true precision of any given estimate, xk,i,j ,
is tkθk,i,j [Venanzi et al., 2013]. Assuming Gaussian noise,
xk,i,j is thus normally distributed with noise proportional to
the user’s scaled precision:

xk,i,j |µi, θk,i,j , tk ∼ N (xk,i,j |µk,i,j , tkθk,i,jI) (1)

where I is the n-dimensional identity matrix. This means that
users are assumed to observe items with uncorrelated (diag-
onal) noise proportional to the reported precision scaled by
their trustworthiness parameter. This model is adopted by the
MaxTrust method [Venanzi et al., 2013] that estimates the
trust parameters using a maximum likelihood approach. As
a result, tk is computed by MaxTrust as an exact value while
Bayesian approaches like ours are able to estimate the full
uncertainty around these parameters expressed as probability
distributions.

2.2 Modelling Users’ Biases
To model uncertainty about individual biases, [Piech et al.,
2013] propose to use an extra multivariate parameter bk ∈ R
to represent the bias of k. Referring to this as the Student’s
peer grading model, k is assumed to draw its observations
of the items from a Gaussian distribution with biased mean
ηk,i = µi + bk and diagonal precision tkθk,i,j :

xk,i,j |µi, θk,i,j , tk ∼ N (µk,i,j |µi + bk, tkθk,i,jI) (2)

Let x, θ, t, b µ be vectors comprising all reported estimates,
precisions, trust values, biases and item values respectively.
The joint likelihood of all the reported estimates x is then:

p(x|µ,θ, t, b) =

(
N∏
i=1

K∏
k=1

pk,i∏
j=1

N (xk,i,j |µi + bk, tkθk,i,jI)

)
To enable tractable inference, the unknown parameters are
assigned standard Bayesian conjugate priors [Bishop, 2006].
and using a Markov chain Monte Carlo (MCMC) inference
algorithm [Gelfand and Smith, 1990] it is possible to com-
pute the approximate inference of the marginal distributions
of each random variable through sampling based methods.

Crucially, both the described models assume that the users’
reliability are all independent, i.e., no community structures
are assumed to exist within the crowd. However, this assump-
tion goes against a readily observable fact that users’ relia-
bility tends to follow community patterns in which groups
of users share similar reliability, as shown in several empiri-
cal studies of human crowd behaviour [Simpson et al., 2013;
Li et al., 2014]. These works show that reliabilities are in fact
highly correlated and this is not taken into account for ag-
gregating estimates, which is the major drawback of existing
methods.



3 Our Community–Based Model for
Aggregating Crowdsourced Estimates

To account for extra correlations between users, we now de-
scribe our Community–Based Bayesian Aggregation model
for Crowdsourced Estimates (CBACE). In this description,
we first consider the case of the estimates’ noise w.r.t the
users’ misreported precisions.

In detail, assume there are M communities of users within
the crowd where M is unknown. Each community m is asso-
ciated with a precision τm that represent the average precision
of its members and τ = {τ1, . . . , τM} is the vector of all the
community precisions. Moreover, assume each user, k, be-
longs to exactly one community, ck, drawn from a categorical
distribution with parameters c:

ck|c ∼ Cat(ck|c) ∀k

where c is a vector specifying the probability for each pos-
sible assignment of ck in the set of M communities.2 Fur-
ther, we assume that each user has a reliability (precision)
that is equal to a perturbation of the reliability of its com-
munity. More formally, we assume that tk is drawn from a
Log–Gaussian distribution with mean τck and precision α0:

tk|τ , ck ∼ Log N (tk|τck , α0) ∀k (3)

where α0 is a fixed hyperparameter that expresses the vari-
ability of user’s reliability within the community. Notice that
our choice of using a Log-Gaussian distribution to build a hi-
erarchy over tk as opposed to the Gamma prior adopted by
the Student’s peer grading model will allow us to reduce the
complexity of inference using conjugate normal priors with-
out restricting the expressibility of our model, as both the
Log-Gaussian and the Gamma distribution have support in
R+. In addition, ck used as a subscript to select the parame-
ters that generate tk defines a Gaussian mixture model of the
user precisions and biases using the community parameters
as mixture components.

Then, we assume that the user’s reports are generated ac-
cording to the true value of the items and the precision of the
user as described by Equation 1. Based on these assumptions,
the likelihood is obtained as:

p(x,θ|µ, t, τ , c) =
K∏

k=1

{
Cat(ck|c)Log N (tk|τck , α0)

N∏
i=1

pk∏
j=1

N (xk,i,j |µi, tkθk,i,jI)
}

(4)

where τ is the vector comprising all the precisions and the
biases of the communities. Given a set of reports, we can
perform inference over all the latent variables of CBACE us-
ing a principled Bayesian approach. Specifically, we use a
conjugate multivariate Gaussian prior for µi with mean µ0
and precision matrixH0:

(True value prior) µi ∼ N (µi|µ0,H0) ∀i
2In practice, the possibility of k belonging to multiple commu-

nities can be expressed by spreading the probabilities in ck amongst
the communities to which k belongs.

with µ0 andH0 as fixed hyperparameters. The prior govern-
ing the community membership probabilities c is Dirichlet
distributed with hyperparameter p:

(Community membership prior) c ∼ Dir(c|p)

The community precision has Gaussian priors:

(Community precision prior) τm ∼ N (τm|τ0, γ0) ∀m

with hyperparameters τ0 and γ0. We apply Bayes theorem to
derive the posterior distribution as proportional to the likeli-
hood (Equation 4) multiplied by the priors as follows:

p(µ, t, τ , c|x,θ) ∝ Dir(c|p)
M∏

m=1

N (τm|τ0, γ0)
K∏

k=1

{
Cat(ck|c)

Log N (tk|τck , αm)

N∏
i=1

N (µi|µ0,H0)

pk∏
j=1

N (xk,i,j |µi, tkθk,i,jI)
}

Then, we can compute the marginal distribution of each pa-
rameter by integrating out all the other variables from the
posterior. Unfortunately, there is no tractable close–form so-
lution of these integrals for CBACE. Therefore, we use a
tractable approximation scheme based on variational infer-
ence [Wainwright and Jordan, 2008]. This is based on ap-
proximating the posterior distribution of CBACE with a fac-
torised variational distribution that eases the computation of
the posterior updates. Specifically, we use the variational
message passing (VMP) algorithm [Winn et al., 2005]. 3 pro-
vided by the Infer.NET framework [Minka et al., 2014] that
enables us to compute the marginal posterior distributions of
all the variables of CBACE within minutes with datasets in
the order of hundreds of thousands points on a standard 4
cores i5 CPU, 8 GB RAM laptop.

Inferring Latent Communities
A crucial step of CBACE is how to infer the optimal num-
ber of communities within the crowd. We do so by tun-
ing the community count parameter, M via a line search
maximisation of the marginal log-likelihood function of
our model. This function expresses the probability of
the data with all the parameters integrated out: M∗ =
argmaxM

∫
Θ
p(R|Θ,M)p(Θ|M)whereR is the set of the re-

ports and Θ is the set of all the parameters. In particular, an
approximate estimate of the marginal log-likelihood function
can be computed using the standard Bernoulli approximation
that computes this function as the log odds of an auxiliary
Bernoulli variable [Wang and Wand, 2011]. This approxima-
tion is also computed for CBACE by the Infer.NET inference
engine. To illustrate this, Figure 1 shows the plot of the ap-
proximate marginal log-likelihood function with the number
of communities varying from 1 to 25. This function is com-
puted for a dataset of 100 synthetic reports that was generated

3All the models presented in this paper are implemented
using the Infer.NET framework and the code is available at
eprints.soton.ac.uk/376365. The OpenSignal dataset
is also available at eprints.soton.ac.uk/376373 (DOI:
10.5258/SOTON/376373).
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Figure 1: Approximate marginal likelihood of CBACE com-
puted for synthetic reports.

from four communities (see Section 5.4 for the specific set-
ting). Therefore, we have the ground truth for the number of
communities in this dataset. The irregular shape of the func-
tion is due to the typical error introduced by the Bernoulli
approximation computed by the VMP algorithm. However,
it can be noted that the approximate function values (solid
line) has the maximum peak at 4 communities that is indeed
the actual number of communities in the dataset. This fact is
even more evident when these values are interpolated through
a 6-th order polynomial function (dotted line) that shows the
maximum point at four communities.

It is worth noting that alternative approaches can be used
to infer the number of communities that change over time,
for example using non–parametric infinite mixture modelling
based on Dirichlet processes. While these approaches can po-
tentially provide more accurate results, they are also compu-
tationally more complex and therefore they can be more con-
straining for practical use in real–world applications. Further-
more, several regularisation methods that introduce a penalty
term to balance the model evidence with its complexity can
make the community selection more robust against the risk of
overfitting a particular dataset. Since our focus is not to take
these optimisation methods to a further level – and we did not
experience overfitting problems in our settings – we opt for a
simple and more practical maximum likelihood-based model
evidence approach for community selection.

4 CBACE with Communities’ bias
In many crowdsourcing tasks, such as the crowdsourced peer
reviewing of students’ assignments in MOOCs [Piech et al.,
2013], it is likely that estimates might be affected by individ-
ual biases of the users in addition to their precision errors. In
fact, student’s ratings might be biased towards higher or lower
scores. Here we show how CBACE can be easily extended to
consider user’s trust w.r.t communities’ latent biases. We will
refer to this extension as the CBACE+Bias model.

In detail, assume that each community, m has an extra pa-
rameter βm denoting the average bias of its members and let
β = {β1, . . . , βM} be the vector of the biases of all the com-
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Figure 2: Factor graph of CBACE with communities’ bias.

munities. Then, k has an individual bias, bk, that is drawn
fromβck

with multivariate Gaussian noise with precision ma-
trix Θ0:

bk|β, ck ∼ N (bk|βck
,Θ0) ∀k

where ck is the random variable that selects of the user’s com-
munity. Using conjugate Gaussian priors for βm:

(Community bias prior) βm ∼ N (βm|β0,B0) ∀m
we obtain the new likelihood function:

p(x|µ,θ, t, b, τ ,β, c) =
K∏

k=1

{
Cat(ck|c)N (bk|βck

,Θ0)

Log N (tk|τck , αm)

N∏
i=1

pk∏
j=1

N (xk,i,j |µi + bk, tkθk,i,jI)
}

Then, following the same process outlined for CBACE, we
can derive the joint posterior distribution from which we can
compute approximate predictions of each latent variable us-
ing variational Bayesian inference. The number of commu-
nities can also be estimated using the same model evidence
optimisation technique described for CBACE. In more detail,
Figure 2 shows the factor graph of CBACE+Bias using the
plates notation, where the plates (boxes) show replicated parts
of the graph for the variables associated with users and items.
The graph uses the gate notation [Minka and Winn, 2009]
(dashed boxes) to represent the mixture models of user’s pa-
rameters conditioned on the user’s community membership.

5 Evaluation
We evaluate the performance of our two proposed algorithms
in an important participatory sensing application of Wi-Fi
hotspots localisation that looks at using crowdsourced reports
to build Wi-Fi maps for improving mobile localisation ser-
vices [Lim et al., 2007]. We also consider datasets reported
by simulated reporters in various settings to extend the gen-
erality and the scale of our experimental analysis.

5.1 Dataset
We used a real-world dataset of crowdsourced Wi-Fi hotspots
detections provided by OpenSignal. This dataset includes



OpenSignal–Wi-Fi dataset
Wi-Fi hotspots 208
- with ground truth 13
Android devices 49
Reports 7464
- Max. reports per device 1762
- Q3 reports per device 77
- Q2 reports per device 14
- Q1 reports per device 3
- Min. reports per device 1

Table 1: Statistics of the OpenSignal–Wi-Fi dataset.

7464 reports from 49 Android devices for 208 Wi-Fi hotspots.
Each report provides (i) the SSID and BSSID of the detected
Wi-Fi hotspot, (ii) the GPS location (latitude and longitude)
of the detecting device and (iii) the precision of the GPS fix
(in meters). We have ground truth for the location of 13 Wi-
Fi hotspots acquired from the British Telecom (BT) Wi-Fi
network database (btWi-Fi.com). The statistics of this
dataset are reported in Table 1. In this dataset, we observe
that the distribution of reports per device is mostly skewed
towards the low counts: 50% of the devices have less than 14
reports (Q2), 25% of the devices have more than 77 reports
and only 6% of the devices have very high counts (more than
1000). This shows that, in practice, data sparsity is indeed a
realistic case for data fusion in crowdsourcing settings.

5.2 Benchmarks
In our evaluation we consider the following three benchmarks
as the state-of-the-art rival methods for multivariate fusion
of crowdsourced estimates: (1) Covariance Intersection (CI)
[Julier and Uhlmann, 1997], this method is a standard lin-
ear combination of equally trustworthy Gaussian estimates
used in Kalman filtering, (2) MaxTrust [Venanzi et al., 2013],
this method merges the estimates by learning the precision
of each users using the uncertainty scaling Gaussian model
described in Section 2, (3) Student’s peer grading [Piech et
al., 2013], this method merges estimates while simultane-
ously learning the precision and the biases individually for
each user as also described in Section 2. Thus, we evaluate
the performance of five methods: {CI, MaxTrust, Student’s
peer grading, CBACE, CBACE+Bias}

To reproduce a typical scenario where no prior information
is available about the users, the communities and the items as
in the case of our Wi-Fi dataset, we use uninformative priors
for all the parameters, with the community bias prior set to
be a multivariate standard Gaussian distribution, i.e., β = 0
and B0 = diag(1). The community’s trust prior is set to be
a log–Gaussian distribution with mean τ0 = 1 and precision
γ0 = 0.1. The noise precision of the communities are set
to Θ0 = diag(0.1) and α0 = 0.1. The priors of the items
are also set to a multivariate standard Gaussian distribution.
Furthermore, the hyperparameters of all the other methods
are set to values equivalent to the priors of CBACE.

To define a setting suitable for applying our methods to this
dataset, we convert the GPS location of each report from the
provided geographical coordinates (latitude and longitude) to
planar coordinates (km) using the standard UTM Mercator

Figure 4: The reports for a sample Wi-Fi hotspots taken from
the OpenSignal–Wi-Fi dataset with the true Wi-Fi hotspot po-
sition marked on the map. Each circle shows the value and the
precision (2 standard deviations) reported by the user.

projection. This location is taken as the mean value xk,i,j of
the report of the Wi-Fi hotspot. The precision of each report is
estimated from the reported GPS precision that we consider
as the 95% precision (i.e., two standard deviations) around
the reported GPS fix. Adding the standard error of 0.1km,
which is the default range of Wi-Fi access points, the report’s
precision is: θk,i,j = (GPS precision ∗ 2 × 10−3 + 0.1)−2

This provides a setting for this dataset suitable for application
of our models. For example, Figure 4 shows the subset of 27
reports for one of our Wi-Fi hotspots with ground truth. Each
report is plotted as a Gaussian circle centred on xk,i,j with
the radius of two standard deviations given by 2θk,i,j

5.3 Accuracy Metrics

To measure the accuracy of predictions about items, we com-
pute the root mean square error (RMSE) between E[µi]
and the true location of i, µ̂i for i averaged over all
the hotspots with known ground truth location: RMSE =√

1
N

∑N
i=1(E[µi]− µ̂i)

2 Furthermore, we wish to score the
methods based on the predictive uncertainty of their estimates
in such a way that the highest score is assigned to the predic-
tor with both the lowest expected error and the lowest un-
certainty. Thus, we consider the mean energy score (MES)
[Gneiting et al., 2008], that is a density–based scoring rule
that generalises the continuous rank probability score (CRPS)
[Matheson and Winkler, 1976] – widely used in statistics
and increasingly in AI – to multivariate sampled probabil-
ity distributions. In detail, let µs,i be the s-th sample from a
chain of independent samples drawn from the predictive es-
timate of µi. Then, MES = 1

N

∑N
i=1

1
S

∑S
s=1 ||µs,i − µ̂i|| −

1
2(S−1)

∑S−1
s=2 ||µs,i − µs+1,i|| where the first term is the ex-

pected error from µ̂ and the second term scores the variability
between the samples.
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Figure 3: Accuracy of the five methods over number of reports measured on (a) OpenSignal Wi–Fi data and (b) synthetic data.

5.4 Results
Prediction Accuracy Table 2 reports the scores (RMSE,
km and MES) of the four methods for the OpenSignal–Wi-Fi
dataset. The results show that CBACE has the lowest RMSE
of 0.1432km that improves by 6.7% the accuracy of the sec-
ond best method, MaxTrust. This improvement is even more
evident in terms of MES where CBACE outperforms Max-
Trust by 16.6% (0.1559 vs. 0.1870). This means that the
community based model of CBACE provides substantially
more informative location estimates. Interestingly, both of the
two community methods (CBACE and CBACE+Bias) found
that M = 3 is the most likely number of communities of de-
vices in this dataset. Crucially, we observe that the two mod-
els that consider user’s biases, Student’s peer grading and our
CBACE+Bias, do not provides competitive estimates of the
Wi-Fi hotspots. This is explained by the fact that Wi-Fi lo-
cation reports are unlikely to have strong biases, unless due
to manufacturing defects in the device’s hardware, while they
are more likely to be corrupted by precision errors that may
be due to the limited sensitivity of their GPS sensors. For this
reason, it is reasonable to expect some degradation in per-
formance for CBACE+Bias in cases where no bias is present
given the prior belief over the community biases. To clarify
this aspect, we will extend our analysis by testing our models
in settings with stronger user’s biases in our next experiments.

Robustness to Data Sparsity To test the robustness of the
methods under data sparsity, we measure their accuracy us-
ing only a portion of the report set. Using the same number
of three communities for CBACE and CBACE-Bias, we start
with an initial set of 10% of reports of our Wi-Fi dataset and
simulate 30 rounds where 10 new reports are randomly se-
lected and included in the training set at each round. Figure

RMSE (km) MES
CI 0.1629 0.2359
MaxTrust 0.1518 0.1870
Student’s peer grading 0.1903 0.2090
CBACE+Bias 0.3058 0.3108
CBACE 0.1432 0.1559

Table 2: Accuracy of the four methods on the OpenSignal-
Wi-Fi dataset. The best scores are highlighted in bold

3a shows the plots of the MES of each method averaged over
40 runs. The shaded areas of each line represents the stan-
dard deviation of their mean error. While the error of all the
methods progressively decrease as more reports are added to
the set, CBACE is consistently the method with the lowest er-
ror. At iteration 1, it has 49% higher accuracy than MaxTrust.
This shows the capability of CBACE of bootstrapping learn-
ing of the users’ reliability through the communities when the
report set is very sparse4.

To test the performance of the methods in the different set-
ting that emulates the MOOC’s peer reviewing application
in which the reviewer (user)’s estimates contain both biases
and calibration errors, we run a second experiment using a
synthetic dataset of univariate estimates generated from ten
users for two items. Specifically, we randomly generate es-
timates assuming an heterogeneous set of four communities:
(1) calibrated-low bias, τ1 = 1, β1 = 1; (2) uncalibrated-low
bias, τ2 = 0.1, β2 = 1; (3) calibrated-high bias, τ3 = 1, β3 =
5; (iv) uncalibrated-high bias, τ4 = 0.1β = 5. The true value
of each item was randomly sampled from a standard Gaussian
distribution. The community membership of each users was
randomly sampled with 0.55 probability for community 1 and
uniform probabilities for the other communities. We run the
experiment for 30 rounds by randomly selecting a new report
to be added to the training set at each round. Figure 3b shows
the MES of each method averaged over 40 runs. Here, we
see that CBACE+Bias is now the best method that converges
faster to the best accuracy due to its correctly learning of the
precisions and biases of the users based on the underlying
community structures of this dataset. All the other methods
show a much slower progress in terms of accuracy as they
struggle to learn accurate user’s models with only a few re-
ports per user. In particular, CBACE is now less accurate due
to the fact that it can only learn precisions and therefore it
ignores the users’ biases. Also, the error of CI grows lin-
early in the number of reports as a result of considering all
the users as equally trustworthy. Globally, this second ex-
periment shows that CBACE+Bias is an effective method for
merging estimates in sparse datasets with stronger user’s bi-
ases. In practice, a natural way for choosing the best model
between CBACE and CBACE+Bias for a given dataset may

4The statistical significance of all these results was tested with a
paired t-test at the significance level of 0.05.
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Figure 5: The plot of the biases (x-axis), the log-
precisions (y-axis) and community assignments inferred by
CBACE+Bias for the devices of the OpenSignal–Wi-Fi
dataset.

be through cross–validation by holding out a subset of esti-
mates for validation and selecting the model with the lowest
error in predicting the estimates in the validation set.

Community Learning Through our models, we are able to
analyse the communities of devices of the OpenSignal–Wi-Fi
dataset. In particular, Table 3 shows the three communities
detected from CBACE. These communities correspond to a
group of calibrated users with low bias. This includes 51%
of the users. The second community is a group of conser-
vative users that have high latent precisions, i.e., they tend
to underestimate the actual precisions of their reports, and
low bias. This includes 31% of the users. The third group
is a minority (19%) of uncalibrated user that tend to overes-
timate the precision of their reports and they also have low
bias. Figure 5 shows the community assignments as well as
the individual biases and precisions of the devices inferred
by CBACE+Bias. In particular, having all the communi-
ties with zero biases is meaningful to further highlight that
precision errors have much stronger influence in this Wi-Fi
dataset. To validate these results, we run k-means to clus-
ter the precisions of the users estimated by the Student’s peer
grading model. In particular, we set k = 3 to match number
of communities of CBACE. The three clusters computed by
k−means are reported in Table 4. It can be seen that both
these methods show similar types of communities. In partic-
ular, the k-means clusters are comparable to CBACE in terms
of centroid precisions – except for C2 whose the k-means
centroid precision is smaller compared to the value estimated
by CBACE for the same community. However, such a differ-
ence in precision values for C2 is less significant it in terms
of standard deviations, i.e., the inverse square root of the pre-
cision value, where the values are std=0.12 for CBACE+bias
and std=0.43 for k-means. The two methods also have similar
results for the estimated proportions of users for each cluster.
However, unlike k-means, CBACE efficiently exploits the in-
ferred communities to improve the accuracy of the aggregated
estimates.

CBACE+Bias communities Prec. Bias (meters) %
C1 [calibrated, low bias] 2.03 −0.03 51
C2 [conservative, low bias] 61.31 −0.02 29
C3 [uncalibrated, low bias] 0.12 −0.06 20

Table 3: Community detection results for CBACE on the
OpenSignal–Wi-Fi dataset. The rows show the mean value
of the precision and the bias, and the estimated proportions
of users (last column) in each community.

k-means clusters Prec. %
C1 [calibrated] 1.08 59
C2 [conservative] 5.4 27
C3 [uncalibrated] 0.12 14

Table 4: The k-means clustering results of the precisions
estimated from the Student’s peer grading model on the
OpenSignal–Wi-Fi dataset.

6 Conclusions
We proposed two community based Bayesian models for
reliable aggregation of crowdsourced continuous estimates.
The key innovation of our models is a probabilistic reason-
ing about latent communities that makes them more effective
at aggregating continuous-valued sparse data, that often oc-
cur in crowdsourcing settings. This advancement is achieved
through hierarchical modelling communities of user’s relia-
bility in the inference of aggregated estimates. By doing so,
our models not only perform more accurate aggregations but
also learn valuable information about different types of users’
reliability, which is useful to identify groups of good users
and their propensity to specific tasks. We showed that our
first model, CBACE, is 16.6% more accurate in estimating
the Wi-Fi hotspots locations and it’s up to 49% more accurate
in making predictions from sparse data. We also described a
second model, CBACE+Bias, that is more suitable for merg-
ing reports when their noise relates to both users’ biases and
precisions. Finally, we showed that our algorithms provide
community learning outputs comparable to standard cluster-
ing algorithms, which makes them suitable to analyse group
behaviours from crowd generated sensor measurements.

However, several aspects of our current model outline
promising directions for future work. For example, the time–
dependent aspects of user’s reliability and the task’s difficulty
can be taken into account to potentially improve the quality
of the inference. More broadly, our approach could be ex-
tended to data aggregation problems in the general context of
human–centred information systems, such as web recommen-
dation and peer review systems, to merge subjective inputs
from human users.
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